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Supplementary Methods 

The GPS algorithm 

The fourth-generation Group-based Prediction System (GPS) algorithm was employed in 

GPS-SUMO. Based on the hypothesis that short peptides with high sequence homology would have 

similar biochemical properties (1), a group-based scoring strategy was applied to calculate the 

similarity score between two sumoylation or SUMO interaction peptides. As previously described (2), a 

potential sumoylation peptide PSP(m, n) is defined as a sumoylated lysine residue flanked by m 

residues upstream and n residues downstream. For the prediction of SUMO-interaction motifs (SIMs), 

we summarized a hydrophobic motif of [IVL]{3,5} from previously identified SIMs. According to the 

summarized motif, a pentapeptide with at least three hydrophobic residues (e.g. I, V, and L) is 

regarded as a potential SIM. Based on this definition, a potential SIM peptide PSIP(m, n) can be 

obtained as a SIM flanked by m residues upstream and n residues downstream. Once the PSP(m, n) 

and PSIP(m, n) are defined, the similarity score of two PSP(m, n) items or two PSIP(m, n) items may 

be calculated as shown in Eq. 1: 
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where Score (Ai, Bi) represents the substitution score for the two amino acids Ai and Bi in the 

BLOSUM62 matrix. S(A,B) is redefined as zero when S(A, B) ≤ 0. In fact, one type of post-translational 

modification (PTM) is capable of recognizing multiple motifs. Therefore, the PSP(m, n) or PSIP(m, n) 

items from the training data set were classified into several different groups based on recognition 

motifs. In this work, the PSP(m, n) items were classified into a consensus group and non-consensus 

group based on the ψ-K-X-E motif. Due to data limitations, the PSIP(m, n) samples were simply 

clustered into one group. When a PSP(m, n) or PSIP(m, n) is given, the GPS algorithm calculates the 

average score between the peptide and the experimentally verified sumoylation or SUMO interaction             

peptides in each cluster. If the average score is larger than a preset threshold, the corresponding site is 

predicted as a sumoylation site or SIM. To improve the sensitivity of the GPS algorithm, a simple 

approach of filtering out noise was implemented. When calculating the average score, experimentally 

verified peptides with a similarity score lower than zero were discarded so that the discrete peptides 

(i.e., “noise”) were effectively eliminated. Alternately, in consideration of the risk in overestimation, a 



minimal size was assigned so as to put a limit on the smallest number of peptides in one cluster. 

Furthermore, the scoring strategy can be improved by three sequential training steps: peptide 

selection, weight training and matrix mutation. 

(1) k-means clustering. In this work, the k-means clustering was adopted to classify the 

non-consensus sumoylation sites. When two PSP(m, n) is given, the similarity score can be calculated 

using Eq. 2: 
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A conserved substitution is a substitution with a Score(a, b)>0 in the BLOSUM62 matrix. The S(A, B) 

ranges from 0 to 1. The distance between the two PSP(m, n) is then defined as: D(A,B)=1/S(A,B). If 

S(A,B)=0, we simply let D(A,B)=∞. The k-means algorithm clusters the non-consensus sumoylation 

sites by exhaustive testing. First of all, two sumoylation sites were randomly chosen as the centroids. 

Secondly, other positive sites were compared with the two centroids and the distances were calculated. 

With the shortest distance, the positive sites were then clustered into the corresponding groups. Thirdly, 

the centroids were updated with the highest average identity score. Optimal cluster can be obtained by 

iterative repeat of the second and third steps. After the clusters for positive sites have been determined, 

the negative sites following the ψ-K-X-E motif were regarded as the negative sites for the consensus 

group, while remaining negative sites were put into the other clusters based on the highest average 

similarity scores. As a result, the non-consensus sumoylation sites were clustered into two distinct 

groups. 

(2) Motif Length Selection (MLS). The peptide selection step singles out the optimal combination of 

PSP(m, n) and PSIP(m, n) for each peptide group. In an extensive test, the leave-one-out (LOO) 

validations for all of the combinations of PSP(m, n) and PSIP(m, n) (m=1…30, n=1…30) were carried 

out. In this study, the Specificity value (Sp) was fixed at 90% for sumoylation and 95% for SUMO 

interaction to select the optimal PSP(m, n) and PSIP(m, n) with the highest Sensitivity (Sn) value. 

(3) Weight Training (WT). To evaluate the amino acid preference of the modified enzymes, a weight 

training method was adopted to optimize the scoring weight. In weight training, the PSO method (3,4) 

was integrated to search for a set of optimal scoring weights that maximize the Sn value in terms of 

LOO validation. After the weight training process, the scoring strategy was redefined as shown in Eq. 

3:  
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where wi refers to the scoring weight of each position. 

(4) Matrix Mutation (MaM). It was previously shown that the Matrix Mutation approach efficiently 

enhances the performance of GPS prediction (1). Therefore, the Matrix Mutation approach was 

adopted in this work. Similar to weight training, we used the PSO algorithm to select an optimal 

substitute substitution matrix for SUMO modification. The LOO validation was used as a fitness 

function in the PSO. During the training step, the Sn value was fixed at 90% for sumoylation and 95% 

for SUMO interaction.  

(5) Particle swarm optimization (PSO). In the previous version (2), the WT and MaM steps were 

implemented in a random mutation algorithm that required repeated training and resulted in a low 

convergence rate. Thus, in the fourth-generation GPS algorithm, the PSO method (3,4) was integrated. 

Before the optimization steps, we re-illustrated the weight training process as shown in Eq. 4:  

 ii Δw1w +=  Eq. 4 

where wi is the scoring weight, and Δwi represents the numeric changes in the scoring weight after the 

training process. Therefore, the WT process is aimed at finding the set of Δwi that obtains the best 

performance. Similarly, the MaM process can also be described, as shown in Eq. 5: 
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where S(a, b) is the optimal substitution score for the amino acids a and b with respect to SUMO 

modification. Score(a, b) is the substitution score in the BLOSUM62 matrix. ΔS(a, b) represents the 

numeric changes in substitution score for amino acids a and b. Thus, the MaM approach seeks for a 

set of ΔS(a, b) that maximizes the prediction performance.  

The first step of PSO begins by transforming the candidate solution of the problem into a set of 

particles. For each particle, it is comprised of three D-dimensional vectors, where D is the search 

space. These three vectors are the current position xi , the previous best position pi and the velocity vi. 

The PSO then initializes a population array of particles with random current positions and velocities on 

D-dimensions. In this case, the randomly generated Δwi and ΔS(a, b) are directly assigned to xi. For 

each particle, the leave-one-out (LOO) validation is used to evaluate the prediction performance in the 

current position. Next, the current position is compared to the previous best position. If the current 

position is superior to the previous best position, the pi is set equal to the current location xi. To 



simulate the process of information exchange, each particle identifies another particle in its 

neighborhood that has the current best position. In this implementation, the neighborhood structure of 

each particle is defined as a ring topology (5). The previous best position pi for that best neighbor is 

then stored in the best neighbor position pg. After finding the pg, the velocity and the current position 

are adjusted according to Eq. 6:  
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where ω represents as inertia weight, and Rand(0,φ1) and Rand(0,φ2) are two random functions 

generated real numbers distributed in [0,φ1] and [0,φ2]. ⊗ is the component-wise multiplication. 

Notably, the range of each vi is limited between -Vmax and +Vmax. Based on the best position found in a 

specific neighborhood, a particle moves to a new position that much closer to the globally optimal one. 

With this approach, each particle communicates with other particles and collaboratively seeks the 

optimal solution. To obtain the optimal solution, the PSO iteratively performs the steps described above 

until a convergence criterion is met. 
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Supplementary Figures 

Supplementary Figure S1 – The sequence logos for three clusters of sumoylation sites. The 

PSP(15, 15) items of each cluster were submitted into Weblogo 2.8.2 (6), separately. (A) The 

consensus sites follow the ψ-K-X-E motif. (B) The sites following the ψ-K-X-D motif are highly enriched. 

(C) The sequence profile is elusive. 

 



Supplementary Tables 

Supplementary Table S1 – The sumoylation training data set. This table lists the non-redundant 

data set used in sumoylation training. The UniProt accessions, precise modified sites and sumoylation 

peptides are included. 

 

Supplementary Table S2 – The SUMO interaction training data set. Similar to Table S1, the table 

lists the non-redundant data set used in SUMO interaction training. 

 

Supplementary Table S3 – An additional test set. The additional test set used in the sumoylation 

evaluation is included in this table. 
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